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Road Map

This is our section! We are going to cover
— Normal curve
— Confidence interval

in today's section!



Normal Curve

The standard score of a raw score «x is calculated by

T —p
g

where (i is the population mean and o is the population standard
deviation.



Normal Curve

Now, say that | collect a sample from the population, calculate the
mean, and want to know how far away the sample mean is from
the population mean, | need to calculate the z-score first

_X-up
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We have s/y/n in the bottom because

z

2
— s
var(X) = —
@) ==
We updated our z-score formula with the of the
mean because we are dealing with a I' This z-score tells us

how many standard errors there are between the sample mean and
the population mean.



Normal Curve

We first look at (part of) a =-table:

First digit

and first Second decimal of Z

decimal of Z .00 .01 02 .03 04 05 .06 07 .08 09

0.0 S000 4960 4920 4880 4840 4801 4761 4721 4681 .4641
0.1 A602 4562 4522 4483 4443 4404 4364 4325 4286 4247
0.2 4207 4168 4129 4090 4052 4013 3974 3936 3897 3859
0.3 3821 3783 3745 3707 3669 3632 L3594 3557 3520 L3483
04 3446 3409 3372 3336 3300 3264 3228 3192 3156 3121
0.5 3085 3050 L3015 2981 2946 L2912 2877 2843 2810 2776
0.6 2743 2709 2676 2643 2611 2578 2546 2514 2483 2451
0.7 2420 2389 2358 2327 2296 .2266 .2236 .2206 2177 2148
0.8 2119 2090 2061 L2033 2005 L1977 1949 (1922 .1894 .1867
0.9 841 L1814 L1788 .1762 1736 1711 .1685 .1660 .1635 .1611
1.0 587 (1562 L1539 L1515 (1492 (1469 .1446 1423 .1401 .1379
1.1 A357 (1335 .1314 (1292 .1271 .1251 .1230 .1210 .1190 .1170
1.2 15100 G131 L1112 L1093 (1075 L1056 (1038 .1020 .1003 .0985
1.3 0968 L0951 L0934 0918 .0901 0885 .0869 .0853 .0838 .0823
14 0808 0793 0778 0764 0749 .0735 .0721 0708 .0694 .0681
1.5 0668 .0655 .0643 .0630 0618 .0606 .0594 0582 .0571 .0559
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Normal Curve

The corresponding figure to the z-table you just saw is

— Shaded on the right hand side

- in the middle; on the right; on the left

— You might also see a z-table with a corresponding figure that
is shaded on the left hand side in the exam. We will discuss
how to deal with these tables as well.



How to read the z-table?

When in doubt, draw in out!! Let’s draw the following examples
on board and them together!
— Read from table

P(z > 0.82) = 0.2061

!Quote from Dr. Ethan Hollander, Associate Professor of Political Science
at Wabash College, who is also a UCSD alumnus! ShaneXuan.com
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How to read the z-table?

When in doubt, draw in out!! Let’s draw the following examples
on board and them together!
— Read from table

P(z > 0.82) = 0.2061

— Minor calculation

P(z < 0.10) =1 —0.4602 = 0.539828
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How to read the z-table?

When in doubt, draw in out!! Let’s draw the following examples
on board and them together!
— Read from table

P(z > 0.82) = 0.2061

— Minor calculation

P(z < 0.10) =1 —0.4602 = 0.539828

— Some conceptual ‘tweaks’
P(z < —0.10) = 0.4602

!Quote from Dr. Ethan Hollander, Associate Professor of Political Science
at Wabash College, who is also a UCSD alumnus!



How to read the z-table?

When in doubt, draw in out!! Let’s draw the following examples
on board and them together!
— Read from table

P(z > 0.82) = 0.2061

— Minor calculation

P(z < 0.10) =1 —0.4602 = 0.539828

— Some conceptual ‘tweaks’
P(z < —0.10) = 0.4602

— Extra calculation
P(—0.70 < 2 < 0.80) = (1 — 0.2119) — 0.2420 = 0.5461

!Quote from Dr. Ethan Hollander, Associate Professor of Political Science
at Wabash College, who is also a UCSD alumnus!




Confidence Interval

95% of the area under the normal distribution lies within 1.96
standard deviations of the mean. That is,

P(—1.96 < z < 1.96) = 95%
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95% of the area under the normal distribution lies within
of the mean. That is,

P(—1.96 < z < 1.96) = 95%




Announcements

» | will not be here on 11/30. Cameron Sells will cover for me.
He will also give you a quiz in section.

» Today's section is the last section before HW4 is due. You
should start early, and take use of my office hours if you have
questions.

» | will try to hand HW back to you before Thanksgiving after
lectures. Make sure you go to lectures if you want feedback
on HW2 before Thanksgiving.



Quiz: confidence interval

68% of normally distributed data is within one standard deviation
of the mean. Show me why.

Write down you and on the quiz.
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Quiz: confidence interval
68% of normally distributed data is within one standard deviation
of the mean. Show me why.
Write down you and on the quiz.

Solution:
Here is the figure that you should have in mind (or written down)
when you are solving this problem!

68% of the area




z-score for 68% Cl

68% of the area




z-score for 68% Cl

34% of the area

34% of the area




z-score for 68% Cl

Normal Curve

0.4

0.3

16% of the area

density
0.2

0.1

0.0
L

Remember that you are reading the area that is red!
P(z>1)=50%—34% = 16
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z-score for 68% Cl

First digit

and first Second decimal of Z

decimalofZ .00 .01 .02 .03 .04 .05 .06 .07 .08 .09
0.0 5000 4960 4920 4880 4840 4801 .4761 4721 4681 464l
0.1 4602 4562 4522 4483 4443 4404 4364 4325 4286 4247
02 4207 4168 4129 4090 4052 4013 3974 3936 .3897 3839
03 3821 3783 3745 3707 3669 .3632 3594 3557 3520 .3483
04 3446 3409 3372 3336 3300 3264 3228 3192 3156 3121
05 3085 3050 3015 2981 .2946 2912 .2877 2843 2810 2776
0.6 2743 2709 2676 2643 2611 2578 2546 2514 2483 2451
07 2420 2389 2358 2327 2296 2266 2236 2206 2177 2148
0.8 2119 2090 2061 .2033 2005 1977 .1949 .1922 .1894 .
0.9 1841 L1814 1788 .1762 .1736 1711 .1685 .1660 .1635 (6l
1.0 .l562 (539 1515 L1492 L1469 .1446 .1423 1401 9
L1 ) U335 LI314 1292 1271 251 1230 L1210 L1190 .1170
12 151 L1310 L1112 .1093 .1075 1056 .1038 .1020 .1003 .0985
13 0968 0951 .0934 0918 .091 .0885 .0869 0853 .0838 .0823
14 0808 0793 0778 0764 .0749 .0735 .0721 0708 .0694 .0681
15 0668 0655 .0643 0630 0618 .0606 .0594 0582 .0571 .0559

P(z>1)=16%~» - ~ 1.0
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Confidence Interval: Sample Mean

Confidence intervals provide more information than point
estimates. The 95% confidence interval of the sample mean will
contain the population mean 95% of the time.
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Confidence Interval: Sample Mean

Confidence intervals provide more information than
. The 95% confidence interval of the sample mean will
contain the population mean of the time.

To calculate the confidence interval of the , here is the
formula that we will be using

X +z2x %
~—
s.e.
where z is the statistic for the selected confidence level, and s is
the standard deviation of the sample. Also, commonly used
confidence level includes 68% (z = 1), 90% (z = 1.645), and 95%
(z=1.96).



Confidence Interval: Sample Mean

Suppose the sample mean is 127. The sample standard deviation is
19. The sample size is 1000. Please write down the 95%
confidence interval.
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Confidence Interval: Sample Mean

Suppose the sample mean is 127. The sample standard deviation is
19. The sample size is 1000. Please write down the 95%
confidence interval.

The solution is
127 4+ 1.96 *

19
v/1000
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Confidence Interval: Sample Mean

Suppose the sample mean is 127. The sample standard deviation is
19. The sample size is 1000. Please write down the 95%
confidence interval.

The solution is
127 4+ 1.96 *

19
v/1000
Note that standard deviation is calculated in the following way

> (X — X)?

S =

because we are dealing with the !



Confidence Interval: Sample Proportion

To calculate the confidence interval for a percentage, here is the
formula that we will be using

p(1 —p)

Dtz
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Confidence Interval: Sample Proportion

To calculate the confidence interval for a percentage, here is the
formula that we will be using

p(1—p)
N

standard error

Ptz
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Difference between means/proportions

Standard error

2 2
81 52
o _ |51, 5 .
TN ni M ng (1)
p(l—p1) | pa(1—p2)
SCpi—py = \/ " + - (2)
Confidence interval
8% s%
(X1 — Xo) £ 2% + 22 (3)
n n9
s —
(ﬁl—ﬁz)ﬂ:z*\/pl( p1)+p2( P2) ()
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Difference between means/proportions

Standard error

2 2

st s
S€X, Xy = E + E (1)
p1(1—p1) | p2(l —po)
S€p1—py = \/ n + o (2)

Confidence interval

(X1 — Xo) & = = ST, %2 (3)
ni no
p1(1 — p; Do(1 — 1
(ﬁl_m)iz*\/“(ru“)+“(r12[2> (4)
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Difference between means/proportions

Standard error

n1 %)

p1(1—=p1)  p2(l —p2)
S€p1—pp = \/ +

Confidence interval

(Xl—XQ):tZ*

W(1—p1) | p(l1—p
(Z?Al—}fz):lz,z*\/p'< I)I)Jrl)z( P2)

11 (%)

Good news: you don't need to know this for this class.

(4)
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t-distribution

What we have been talking about relies on a strong assumption:
the data follow a normal curve. However, this is not necessarily the
case all the time. Sometime, we need to use a . The
rule of thumb is that: use z-table when n > 30, and ¢-table when
n < 30. The t-statistics is calculated by

X —p
P
X s/yn




t-distribution

\.

(" KNOWING THE SAMPLE $I1ZE 71, WE CHOOSE THE t DISTRIBUTION WITH 71-1

PEGREES OF FREEDOM.

AS WITH THE Z R
DISTRIBUTION (IE., ey = 95
THE STANDARD

NORMAL), WE GET A

95% CONFIDENCE

LEVEL BY FINPING | \
THE CRITICAL VALUE 3 ——
25 BEYOND 015 o tos

WHICH THE AREA S\NCE THE CURVE 16

UNDER THE CURVE | FLATTER Tuan NORMAL

15 .025. T.ons 15 FARTHER FROM
O THAN Z 5

The cartoon guide to statistics (Larry Gonick)
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t-distribution

Probability Density Function

0.3 0.4
|

f(x)
02
|

0.1

0.0

-3

-2
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t-distribution

FOR A (1-a)-100% CONFIDENCE INTERVAL, WE FIND THE CRITICAL VALUE t%
SUCH THAT Pr(t> t%) = %. HERE 15 A SHORT TABLE OF CRITICAL VALUES

FOR THE t DISTRIBUTION:

1-a 80 90 95 99
a 20 10 05 .01
a/2 10 0% 025 005
DEGREES OF ! 3.09 631 1271 63.66
FREEDOM 10 137 181 223 4.14
30 131 170 2.04 2.7
100 1.29 1.66 198 2.63
o 1.28 165 196 2.58

The cartoon guide to statistics (Larry Gonick)
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t-distribution

VAGVAN

One tail Two tails
(either right or left) combined
PROPORTION IN ONE TAIL
0.25 0.10 ] 0.025 0.01 0.005
PROPORTION IN TWO TAILS COMBINED

df 0.50 0.20 0.10 0.05 0.02 0.01
1 1.000 3078 6314 12.706 31821 63,657
2 0816 1.886 2920 4.303 6.965 9.925
3 0.768 1638 2383 3182 4541 5841
4 0.741 1533 213 2.776 3747 4604
s 0727 1476 208 2571 3368 4032
6 0718 1.440 1.943 2447 3143 3.707
7 07 1415 1.895 2.365 2998 349
] 0.706 1397 1.860 2.306 2896 3388
9 0.703 1383 1833 2262 2821 3250
10 0.700 13712 1812 228 2764 3169
1 0.697 1.363 1.796 220 278 3106
12 0.695 1.356 1.782 2171 2681 3,088
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