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Contact Information

Shane Xinyang Xuan

xxuan@ucsd.edu

We have someone to help you every day!

Professor Desposato M 1330-1500 (Latin American Center)
Shane Xuan Tu 1600-1800 (SSB332)
Cameron Sells W 1000-1200 (SSB352)
Kelly Matush Th 1500-1700 (SSB343)
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Supplemental Materials

Our class oriented
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UCLA SPSS starter kit
www.ats.ucla.edu/stat/spss/sk/modules_sk.htm

Princeton data analysis
http://dss.princeton.edu/training/
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Road Map

This is our second last section! We are going to cover

– Normal curve

– Confidence interval

in today’s section!
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Normal Curve

The standard score of a raw score x is calculated by

z =
x− µ
σ

where µ is the population mean and σ is the population standard
deviation.
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Normal Curve

Now, say that I collect a sample from the population, calculate the
mean, and want to know how far away the sample mean is from
the population mean, I need to calculate the z-score first

z =
X − µ
s/
√
n

We have s/
√
n in the bottom because

var(X) =
s2

n

We updated our z-score formula with the standard error of the
mean because we are dealing with a sample! This z-score tells us
how many standard errors there are between the sample mean and
the population mean.
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Normal Curve

We first look at (part of) a z-table:
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Normal Curve

The corresponding figure to the z-table you just saw is

– Shaded on the right hand side

– Zero in the middle; positive on the right; negative on the left

– You might also see a z-table with a corresponding figure that
is shaded on the left hand side in the exam. We will discuss
how to deal with these tables as well.
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How to read the z-table?

When in doubt, draw in out!1 Let’s draw the following examples
on board and solve them together!

– Read from table

P (z > 0.82) = 0.2061

– Minor calculation

P (z < 0.10) = 1− 0.4602 = 0.539828

– Some conceptual ‘tweaks’

P (z < −0.10) = 0.4602

– Extra calculation

P (−0.70 < z < 0.80) = (1− 0.2119)− 0.2420 = 0.5461

1Quote from Dr. Ethan Hollander, Associate Professor of Political Science
at Wabash College, who is also a UCSD alumnus! ShaneXuan.com 5 / 15
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Confidence Interval

95% of the area under the normal distribution lies within 1.96
standard deviations of the mean. That is,

P (−1.96 < z < 1.96) = 95%

When in doubt, draw it out!
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Announcements

I I will not be here on 11/30. Cameron Sells will cover for me.
He will also give you a quiz in section.

I Today’s section is the last section before HW4 is due. You
should start early, and take use of my office hours if you have
questions.

I I will try to hand HW back to you before Thanksgiving after
lectures. Make sure you go to lectures if you want feedback
on HW2 before Thanksgiving.
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Quiz: confidence interval

68% of normally distributed data is within one standard deviation
of the mean. Show me why.

Write down you name and email address on the quiz.

Solution:
Here is the figure that you should have in mind (or written down)
when you are solving this problem!
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z-score for 68% CI
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z-score for 68% CI
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z-score for 68% CI

Remember that you are reading the area that is red!

P (z > 1) = 50%− 34% = 16%
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z-score for 68% CI

P (z > 1) = 16% z ≈ 1.0
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Confidence Interval: Sample Mean

Confidence intervals provide more information than point
estimates. The 95% confidence interval of the sample mean will
contain the population mean 95% of the time.

To calculate the confidence interval of the mean, here is the
formula that we will be using

X ± z ∗ s√
n︸︷︷︸

s.e.

where z is the statistic for the selected confidence level, and s is
the standard deviation of the sample. Also, commonly used
confidence level includes 68% (z = 1), 90% (z = 1.645), and 95%
(z=1.96).
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Confidence Interval: Sample Mean

Suppose the sample mean is 127. The sample standard deviation is
19. The sample size is 1000. Please write down the 95%
confidence interval.

The solution is

127± 1.96 ∗ 19√
1000

Note that standard deviation is calculated in the following way

s =

√∑
i(Xi −X)2

n− 1

because we are dealing with the sample!
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Confidence Interval: Sample Proportion

To calculate the confidence interval for a percentage, here is the
formula that we will be using

p̂± z ∗
√
p̂(1− p̂)

n
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Confidence Interval: Sample Proportion

To calculate the confidence interval for a percentage, here is the
formula that we will be using

p̂± z ∗
√
p̂(1− p̂)

n︸ ︷︷ ︸
standard error
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Difference between means/proportions

Standard error

seX̄1−X̄2
=

√
s2

1

n1
+
s2

2

n2
(1)

sep̂1−p̂2 =

√
p̂1(1− p̂1)

n1
+
p̂2(1− p̂2)

n2
(2)

Confidence interval

(X̄1 − X̄2)± z ∗

√
s2

1

n1
+
s2

2

n2
(3)

(p̂1 − p̂2)± z ∗

√
p̂1(1− p̂1)

n1
+
p̂2(1− p̂2)

n2
(4)
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Good news: you don’t need to know this for this class.

ShaneXuan.com 13 / 15



t-distribution

What we have been talking about relies on a strong assumption:
the data follow a normal curve. However, this is not necessarily the
case all the time. Sometime, we need to use a t-distribution. The
rule of thumb is that: use z-table when n ≥ 30, and t-table when
n < 30. The t-statistics is calculated by

tX =
X − µ
s/
√
n
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t-distribution

The cartoon guide to statistics (Larry Gonick)
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